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Agenda

• What is it about?
• What have we achieved?
• Is there a future?
• What is next?
• Live demo of the model
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What is it about?

System case study
The APE technology demonstrator for the 
future Extremely Large Telescope (ELT)
High-Tech interdisciplinary opto-
mechatronical system in operation at the 
Paranal observatory

Goals
Create modeling guidelines and 
conventions for all system aspects, 
hierarchy levels, and views
Create a fully fledged SysML model

Documented at http://mbse.gfse.de
Team

Robert Karban (ESO), Tim Weilkiens 
(oose), Rudolf Hauber (HOOD)

Presenter
Presentation Notes
The APE technology demonstrator for the future E-ELT, which is a high-tech interdisciplinary opto-mechatronic system in operation at the Paranal observatory [], serves as the system case study.
The next generation of telescopes needs to collect significantly more light, therefore requiring bigger reflecting surfaces consisting of many individual mirror segments. Due to different disturbances (vibrations, wind, gravity etc.) the segments must be actively controlled to get a continuous mirror surface with an phasing error of only a few nanometers over a diameter of the main mirror of 42 meters.  The main challenge is to correctly detect the positioning errors of the segments via specific phasing sensors in order to create a continuous mirror surface.
APE was developed to evaluate those sensors, and was installed on one of the 8m Very Large Telescopes (VLT) in Chile for sky tests.
For the installation it had to comply with various mechanical, electrical, optical and software interfaces. APE consists of about 200 sensors and actuators like wheels, translation stages, lenses, detectors, mirrors, light sources, an interferometer, and 12 computing nodes for control. Since APE had to be deployed in the test lab and in an already existing telescope, modeling variants of function, interfaces and structure were needed for each context.



20-23 July 2009

Presented to the INCOSE 2009 Symposium page 4

What have we achieved?
APE Model, Guidelines, and FAQ

Model structure and overview
Objectives and Requirements 
Context 
System Structure
Behavior
Data
Verification 
Model library and SE Profile

Modeling challenges 
Identified, solved, and presented (RTF input)
Notation (e.g. Connection of nested blocks)
Model (e.g. Grouping of interfaces)
Tool (e.g. Configuration and Quality Control)
Methodology (e.g. multi-layer allocation)

Plugin for modeling tool

Presenter
Presentation Notes
We have found a list of SysML shortcomings. The most significant ones are: 
·	Variant modeling 
·	Connection of nested blocks 
·	Grouping of interfaces with nested ports 
·	Logical vs. Physical decomposition 
·	Functional multi-layer abstraction 
·	Reuse of blocks, allocation and instances 
·	Structural multi-layer allocation 
·	Defining Quality of Service
·	Transition to UML for software 
·	Configuration and Quality Control 
·	Navigability 
There are four aspects related to these: 
· Notation: It is a real challenge for a modeling language to provide a interdisciplinary notation for complex systems. It must be easy to understand and be capable of modelling details unambiguously. 
· Model: Behind the notation is the real model, i.e. the data structure and semantics of the information. 
· Tool: The implementation of the SysML specification is a challenge for tool vendors. 
· Methodology: SysML is a language without any methodology. You need a methodology or at least some best practices for good modeling. 
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Is there a future?

• 10000 tons of steel and glass
• 20000 actuators, 8000 mirrors
• 60000 I/O points, 700Gflops/s, 17Gbyte/s
• Many distributed control loops
• Use SysML to model the control system

Presenter
Presentation Notes
The telescope consists roughly of 10000 tons of steel and glass in the size of a big football stadium, needs 20000 actuators, some of which have to be controlled with nanometer and 0.02 degrees accuracy. It requires high performance computation up to 700Gflops/s, and data transfers rates of up to 17Gbyte/s. The control system has to deal with about 60000 I/O points, 15 subsystems (one particular subsystem requires coordination of 15000 actuators alone), and interacting, distributed control loops with sampling rates ranging from 0.01 Hz to several kHz.
The Telescope Control System (TCS) includes all hardware, software and communication infrastructure required to control the telescope (including the dome) down to, but not including, actuators and sensors. Many sub-systems will be contracted and have to be properly integrated. Therefore, TCS includes the definition of interfaces, requirements, standards for the field electronics, software, and hardware of sub-systems.
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What is next?

• Update guidelines and FAQ
• Create a “Solving SysML problems in a nutshell”
• Elaborate APE model
• Explore parametrics
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Live demo of the E-ELT 
model

• Please standby - setting up the system…
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